
 



Summary 
 
Following earlier mee�ngs in ’21 and ‘22, the third installment was organized on October 12-
13 2023 in the Feithuis in Groningen. 
 
The goal of the workshop was to provide an opportunity for researchers working on inverse 
problems in various disciplines to exchange ideas, iden�fy open problems, and form new 
scien�fic collabora�ons.  
 
The program was split in two parts. On the first day, two masterclasses gave an in-depth 
overview of explainability in AI and Reduced Order Models in Data Assimila�on. These were 
aimed primarily at PhD students, but were also atended by senior researchers. For the 
second day, we invited researchers from various disciplines to give an overview of current 
research surrounding inverse problems from both a theore�cal and prac�cal point of view. 
 
The mee�ng was atended by ca. 45 researchers of varying seniority and background. We 
saw many returning par�cipants who atended previously, and new ones as well. It is clear 
that both masterclasses and the broad range of research talks are appealing to many 
researchers in the area of inverse problems and that bringing these together across 
disciplines leads to many new ideas and connec�ons.  
 
At the end of the mee�ng, we had a short session discussing possible future events. The 
atendants generally though the current setup with master classes and lectures to be useful. 
A sugges�on was made to organize a poster session next year to provide a pla�orm also for 
junior researchers. Another sugges�on was made to organize a recurring (hybrid) seminar 
for the community. 
 
The program, abstracts and an overview of the budget are included on the subsequent 
pages. 
 

 
 
Group picture in front of the Academiegebouw in Groningen. (not to be published without 
permission)  



Program 
 
Thursday 12 October: Masterclasses for PhD students 
 

09.30 - 10.00 Recep�on, coffee 
 
10:00 - 12:30 Formal Results in Explainable Machine Learning - Tim van Erven (UvA) 
 
12:30 - 14:00 Lunch break 
 
14:00 - 16:30 Model Order Reduc�on in Data Assimila�on - Karen Veroy-Grepl (TU/e) 
 
16:30 - 18:00 Drinks 
 
19:00 - 21:00 Diner 

 
Friday 13 October: Symposium 
 

09.00 - 09.30: Recep�on, coffee 
 
09.30 - 10.30: Keynote lecture by Carola Bibiane-Schönlieb (Cambridge University) 
 
10.30 - 11:00: Coffee break 
 
11.00 - 11.30: Hanne Kekkonen (Del� University of Technology) 
 
11:30 - 12:00: Alessandro Sbrizzi (University Medical Center Utrecht) 
 
12.00 - 13.30: Lunch break 
 
13.30 - 14.00: Alden Waters (Leibniz Ins�tute of Hannover, Faculty of Physics and 
Mathema�cs) 
 
14:00 - 14:30: Palina Salanevic (Utrecht University) 
 
14:30 - 15:00: Coffee break 
 
15.00 - 16.00: Keynote lecture by Bas van der Linden (Sioux Technologies & 
Eindhoven University of Technology) 
 
16.00 - 16.15: Closing remarks 
16:15 - 17.30: Drinks 

  



Abstracts 
 
Formal results in explainable machine learning - Tim van Erven (UvA) 

Since most machine learning systems are not inherently interpretable, explainable 
machine learning tries to generate explana�ons that communicate relevant aspects 
of their internal workings. This is a 
rela�vely young subfield, which is genera�ng a lot of excitement, but it is proving 
very difficult to lay down proper founda�ons: What is a good explana�on? When can 
we trust explana�ons? Most of the work in this area is based on empirical evalua�on, 
but recently the first formal mathema�cal results have started to appear. 
In this master class, I will introduce the topic, and then highlight several formal 
results of interest. 

 
Model Order Reduc�on in Data Assimila�on - Karen Veroy-Grepl (TU/e) 

The use of model order reduc�on techniques in combina�on with data assimila�on 
methods for es�ma�ng the state of systems has been of great interest in recent 
years. In this lecture, we discuss some of our recent work in this area, focusing on 
three topics. In the first part, we focus on the ensemble Kalman method (EnKM) [2], 
an itera�ve Monte Carlo method for the solu�on of inverse problems. We show how 
model order reduc�on can be combined with the EnKM to greatly accelerate the 
EnKM solu�on of asynchronous data assimila�on problems. In addi�on, we 
experimentally study the later’s performance with respect to different levels of noise 
and surrogate model error. Such numerical experiments, e.g., involving unknown 
distributed parameters in two or more spa�al dimensions and tes�ng several inverse 
problem hyper-parameters, can be very expensive and are (here) enabled only by the 
computa�onal efficiency of the surrogate models. In the second part, we focus on 
methods such as the mul�-fidelity ensemble Kalman filter (MFEnKF) [3] and the 
mul�-level ensemble Kalman filter (MLEnKF) [1] for the solu�on of synchronous data 
assimila�on problems. For these methods, the construc�on of low-fidelity models in 
the offline stage leads to a trade-off between accuracy and computa�onal cost of the 
approximate models. In our work, we inves�gate the use of adap�ve reduced-basis 
techniques in which the approxima�on space is modified (but not retrained) online 
based on the informa�on extracted from the full-order solu�ons. This has the 
poten�al to simultaneously ensure good accuracy and low cost for the employed 
models and thus improve the performance of the methods. Finally, if �me permits 
we will turn to Bayesian inversion, and consider some determinis�c approaches for 
accoun�ng for model error (e.g., resul�ng from the use of reduced order models) in 
inverse problems with addi�ve Gaussian observa�on noise, where the parameter-to-
observable map is the composi�on of a possibly nonlinear parameter-to-state map 
or ‘model’ and a linear state-to-observable map or ‘observa�on operator’. 
  



 
Machine-learned regulariza�on for inverse problems - the do's and don‘ts - Carola Bibiane 
Schönlieb 

Inverse problems are about the reconstruc�on of an unknown physical quan�ty from 
indirect measurements. They appear in a variety of places, from medical imaging, for 
instance MRI or CT, to remote sensing, for instance radar, to material sciences and 
molecular biology, for instance electron microscopy. Here, inverse problems is a tool 
for looking inside specimen, resolving structures beyond the scale visible to the 
naked eye, and to quan�fy them. It is a mean for diagnosis, predic�on and discovery. 
Most inverse problems of interest are ill-posed and require appropriate 
mathema�cal treatment for recovering meaningful solu�ons. Classically, such 
approaches are derived almost conclusively in a knowledge driven manner, 
cons�tu�ng handcra�ed mathema�cal models. Examples include varia�onal 
regulariza�on methods with Tikhonov regulariza�on, the total varia�on and several 
sparsity-promo�ng regularizers such as the L1 norm of Wavelet coefficients of the 
solu�on. 
While such handcra�ed approaches deliver mathema�cally rigorous and 
computa�onally robust solu�ons to inverse problems, they are also limited by our 
ability to model solu�on proper�es accurately and to realize these approaches in a 
computa�onally efficient manner. 
Recently, a new paradigm has been introduced to the regulariza�on of inverse 
problems, which derives solu�ons to inverse problems in a data driven way. Here, the 
inversion approach is not mathema�cally modeled in the classical sense, but 
modeled by highly over-parametrized models, typically deep neural networks, that 
are adapted to the inverse problems at hand by appropriately selected training data. 
Current approaches that follow this new paradigm dis�nguish themselves through 
solu�on accuracies paired with computa�onal efficiency that were previously 
unconceivable. 
In this lecture I will give an introduc�on to this new data-driven paradigm for inverse 
problems. Presented methods include data-driven varia�onal models and plug-and-
play approaches, learned itera�ve schemes aka learned unrolling, and learned post-
processing. Throughout presen�ng these methodologies, we will discuss their 
theore�cal proper�es and provide numerical examples for image denoising, 
deconvolu�on and computed tomography reconstruc�on. The lecture will finish with 
a discussion of open problems and future perspec�ves. 
 

Edge preserving random tree Besov priors - Hanne Kekkonen 
The Bayesian approach to inverse problems allows us to encode our a priori 
knowledge of the unknown func�on of interest in the form of a probability 
distribu�on. Gaussian process priors are o�en used in prac�ce due to their fast 
computa�onal proper�es. However, the resul�ng posterior es�mates tend to be too 
smooth for func�ons in imaging which involve sharp transi�ons. 
Besov priors are well fited for imaging since smooth func�ons with few local 
irregulari�es have a sparse expansion in the wavelet basis which is encouraged by 
the prior. The edge preserva�on of Besov priors can further be enhanced by 
introducing a new random variable T that takes values in the space of ‘trees’, and 
which is chosen so that the realisa�ons have jumps only on a small set. 



Spectro-Dynamic MRI - Alessandro Sbrizzi 
With the improvement of numerical inversion techniques,  model-based 
reconstruc�on approaches have penetrated and pervaded the world of Magne�c 
Resonance Imaging (MRI). In this talk, I present one of the most recent advances in 
this direc�on, namely the Spectro-Dynamic MRI technique. 
In Spectro Dynamic MRI, we leverage the fast sampling rate in the acquisi�on domain 
(Fourier space) to iden�fy biomechanical systems at a millisecond temporal 
resolu�on. This is made possible by the interplay of ad-hoc designed spectral 
sampling schemes and PDE/ODE-based inversion techniques. 
The Spectro-Dynamic MRI framework can also be leveraged to learn 
phenomenological models from spectral data, which could shed new insights in the 
biomechanical behavior of �ssue in dynamic condi�ons. 
 

Analy�c proper�es of heat equa�on solu�ons and reachable sets - Alden Waters 
We consider heat equa�ons on bounded Lipschitz domains in Rd and show that 
solu�ons to the heat equa�on for posi�ve �mes are analy�cally extendable to a 
subdomain of the complex plane containing the set in ques�on. Our analysis is based 
on the boundary layer poten�al method for the heat equa�on. In par�cular, our 
method gives an explana�on for the shapes appearing in the literature in 1 
dimension, which is not so easy to explain using Fourier analysis alone. The control 
theory/inverse problem has never been tackled in higher dimensions before. 
I will also discuss the converse theorem, namely that certain sets in the complex 
plane can be realized as solu�ons to the heat equa�on on the boundary of a ball. 
Boundary layer poten�al theory also gives an indica�on that this statement is more 
difficult if the domain is not a ball.  The main progress is the ability to "invert" the 
heat operator on a domain with inhomogeneous boundary condi�ons. This exci�ng 
new technique to analyze the ques�on of reachable sets is joint work with Alexander 
Strohmaier. 
 

Phase retrieval with mul�-window Gaborframes - Palina Salanevich 
In many signal processing problems arising in prac�cal applica�ons, we wish to 
reconstruct an unknown signal from its phaseless measurements with respect to a 
frame. This inverse problem is known as the phase retrieval problem. For each 
par�cular applica�on, the set of relevant measurement frames is determined by the 
problem at hand, which mo�vates the study of phase retrieval for structured, 
applica�on-relevant frames. 
In this talk, we focus on one class of such frames that appear naturally in diffrac�on 
imaging, ptychography, and audio processing, namely, mul�-window Gabor frames. 
We will discuss injec�vity of the phase retrieval problem with these measurement 
frames in the finite-dimensional setup and propose an explicit construc�on of an 
infinite family of phase retrievable mul�-window Gabor frames. 
We will show that phase retrievability for the constructed frames can be achieved 
with a much smaller number of phaseless measurements compared to the previous 
results for this type of measurement frames. Addi�onally, we will show that the 
sufficient for reconstruc�on number of phaseless measurements depends on the 
dimension of the signal space, and not on the ambient dimension of the problem. 
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